Getting better all the time? Selective attrition and compositional changes in longitudinal and life course studies
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Abstract

Longitudinal surveys are valuable tools for investigating health and social outcomes across the life course. In such studies, selective mortality leads to changes in the social composition of the sample, but little is known about how selective survey participation affects the sample composition, in addition to the selective mortality. In the present paper, we followed a Swedish cohort sample over six waves 1968–2011. For each wave we recalculated the distribution of baseline characteristics in the sample among i) the sample still alive and ii) the sample still alive and with complete follow-up. The results show that the majority of the compositional changes in the cohort were modest and driven mainly by mortality. However, for some characteristics, class in particular, the selection was considerable and in addition, was substantially compounded by survey non-participation. We suggest that sample selections should be taken into account when interpreting the results of longitudinal studies, in particular when researching social inequalities.
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Introduction

Longitudinal surveys are valuable tools for studying life course processes. Following individuals over many years provides among other things the opportunity to investigate life-course exposures that impact health and living conditions in later life—a prerequisite for understanding the complex process of aging (Kuh, Cooper, Hardy, Richards & Ben-Shlomo, 2014). However, the usefulness of a longitudinal survey is partly dependent on how well the participants represent the target population and on the completeness of follow-up among the participants. The results might be fallacious if individuals lost to follow-up differ from those who participate throughout the entire survey (Deeg, 2002; Lynn, 2011; Willson, Shuey, & Elder, 2007). While there are now methods developed to handle missing data efficiently, many researchers still resort to complete case analyses and listwise deletion is still the default way of handling missing data in statistical software packages (Bartlett, Carpenter, Tilling & Vansteelandt, 2014).

In this paper we investigate how a longitudinal sample, with 43 years follow-up time, changes over time because of selective mortality and selective survey non-participation.

Selective mortality

By default, life course studies include selection processes. As the people in the sample age, mortality reduces the number of individuals in the sample. However, mortality is selective: not all groups in society have the same chance to survive to high ages. For instance, women tend to live longer than men, a pattern well documented in most part of the world (Barford, Dorling, Smith & Shaw, 2006; Thorslund, Wastesson, Agahi, Lagergren & Parker, 2013). In Sweden, for example, women are expected to live approximately four years longer than men (Vaupel, Zhang, & van Raalte, 2011). Individuals from higher socioeconomic strata live longer than individuals from lower socioeconomic strata. Regardless of the socioeconomic indicator used, people in higher social strata have robust advantages: those with higher education, income, or status or from a higher social class, tend to live longer than those with lower education, income, or status or from a lower social class (Torslander & Erikson, 2010). Civil status has also been associated with mortality differences; married individuals tend to live longer than those who are unmarried (Fors, Lennartsson, & Lundberg, 2011; Lennartsson & Lundberg, 2007; Umberson, 1992). The literature devoted to explaining the mechanisms behind social stratification in mortality is extensive, and hypotheses include poorer living conditions, health behaviours, work conditions, and genes (Ferraro & Shippee, 2009; Mackenbach, 2012; Phelan, Link, & Tehranifar, 2010; Stringhini et al., 2011).

Diversity in mortality risk leads to higher mortality in more vulnerable groups. Thus, in any given population or sample, the distribution of factors such as sex, civil status, health status, and education gradually changes over time, eventually giving rise to a privileged group of individuals that have survived to high ages (Zajacova & Burgard, 2013). If the selective mortality is substantial, it may lead to ‘cohort inversion’, a phenomenon whereby a cohort becomes healthier over time as the most disadvantaged individuals (i.e. those with the poorest health) die. Cohort inversion has substantial implications for health inequality research, as it might lead to the impression that inequality decreases over time, whereas it has in fact increased at the individual level (Ferraro, Shippee, & Schafer, 2009). For example, if mortality is higher among individuals with low education, and we assume this mortality is associated with poor health, then over time, differences in poor health between the groups with high and low education will decrease. However, this does not necessarily mean that health differences diminish over time; the individuals with a lower level of education may still have the same degree of poorer health than those with a higher level of education. The only change is that those with the poorest health have died.

Selective survey participation

Longitudinal surveys also suffer from attrition for reasons other than mortality. Survey non-participation can occur for different reasons in one or several survey waves. Survey non-participation can be due to 1) inability to track respondents or to establish contact with them 2) migration, or 3) non-response. Non-response can, in turn, be driven by a) refusal to participate, or b) inability to participate (e.g. due to poor health or cognitive impairment).

A great deal of research has been devoted to analysing factors related to survey non-response. Non-response has consistently been associated with socio-demographic factors such as low education, low socioeconomic status, unemployment, and not being married (Galea & Tracy, 2007). Other factors, such as age, sex, and health, have shown varying...
associations with response rate, partly depending on which age groups are included in the study. In contrast to non-response among people in younger age groups (Fejer et al., 2006; Korkeila et al., 2001), non-response among people 70 years and older is usually related to high age and female sex (Hardie, Bakke, & Mørkve, 2003; Kjøller & Thoning, 2005; Klein et al., 2011). The association between non-response and poor health and mortality is also specific to older age groups (de Souto Barreto, 2012; Kelfve, Thorslund, & Lennartsson, 2013). In longitudinal studies of older people, drop-outs tend to be older, more often cognitively impaired, and to have poorer health than those who remain in the studies (Chatfield, Brayne, & Matthews, 2005). The association between drop-outs and socioeconomic factors has been less clear (Banks, Muriel, & Smith, 2011).

Selection processes in longitudinal studies

To sum up, it has been shown that selective mortality changes the composition in a longitudinal sample over time and that survey non-response is unevenly distributed in the population. But less is known about how these two processes work together over time.

There is an association between non-response and mortality. Both baseline non-response and non-response in a later wave are associated with increased mortality risk (Ferrie et al., 2009). The question that arises is what implication this has for the composition of a longitudinal sample. Does survey non-participation independently affect sample composition, or are compositional changes in the sample driven mostly by mortality?

In a paper from 2013, Zajacova and Burgards showed how selective mortality changed the composition of baseline characteristics in longitudinal samples, gradually making the samples ‘healthier, wealthier and wiser’. Using only baseline data, they isolated the effect of the selective mortality that occurs in a cohort over time. In the current study, we added selective survey participation to this analysis to ascertain whether the compositional changes in baseline characteristics that occur in a longitudinal sample because of selective mortality are affected by selective survey participation.

More specifically, we examined changes in the distribution of baseline characteristics over time in an ageing panel sample due to attrition caused by i) mortality and ii) mortality in combination with survey non-participation.

Method

Data

The analyses were based on a sample of 1,132 individual, born 1924 to 1934 and followed up from 1968 to 2011, first in the Swedish level-of-living survey (LNU) and later in The Swedish panel study of living conditions of the oldest old (SWEOLD). The LNU study is a nationally representative longitudinal survey of the Swedish adult population that was initiated in 1968 and is still running. The upper age limit for participation in the LNU study is 75 years. The SWEOLD study was initiated 1992 and includes all individuals previously included in LNU who have passed the age limit of 75 years.

The cohort sample used in the present study has been followed through six waves (LNU1968, LNU1974, LNU1981, LNU1991, LNU2000/ SWEOLD2002, and SWEOLD2011), from the age of 34 to 44 in 1968 to the age of 77 to 87 in 2011 (table 1). More than 90% participated in the first LNU wave. The response rates in the follow-up waves ranged between 73.1% (LNU2000) and 84.7% (SWEOLD2011). In the fourth follow-up, individuals too old to participate in LNU2000 (those aged over 75) were included in SWEOLD2002 instead. As a result, the fourth wave (T4) contains individuals included either in LNU2000 or in SWEOLD2002, providing five possible follow-up waves for all sampled individuals. Individuals born 1925 (n=67) were included in both LNU 2000 and SWEOLD 2002. In cases were individuals were non-response in one wave but interviewed in the other (n=9), their response/non-response in SWEOLD 2002 was used as the outcome for T4.
Table 1. Sample characteristics at baseline

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birth year</td>
<td>1924-1934</td>
</tr>
<tr>
<td>Age 1968, mean (SD)</td>
<td>39.0 (3.2)</td>
</tr>
<tr>
<td>Age span 1968</td>
<td>34-44</td>
</tr>
<tr>
<td>Age span 2011</td>
<td>77-87</td>
</tr>
<tr>
<td>Women %</td>
<td>49.9</td>
</tr>
<tr>
<td>Education beyond compulsory school (&gt;7 years) %</td>
<td>40.0</td>
</tr>
<tr>
<td>Married/cohabitating %</td>
<td>84.8</td>
</tr>
<tr>
<td>Social class</td>
<td></td>
</tr>
<tr>
<td>Manual workers %</td>
<td>45.0</td>
</tr>
<tr>
<td>Non-manual workers %</td>
<td>40.2</td>
</tr>
<tr>
<td>Other classes %</td>
<td>14.8</td>
</tr>
<tr>
<td>Sample response rates</td>
<td></td>
</tr>
<tr>
<td>LNU 1968</td>
<td>90.5</td>
</tr>
<tr>
<td>LNU 1974</td>
<td>84.2</td>
</tr>
<tr>
<td>LNU 1981</td>
<td>78.8</td>
</tr>
<tr>
<td>LNU 1991</td>
<td>74.3</td>
</tr>
<tr>
<td>LNU 2000a</td>
<td>73.1</td>
</tr>
<tr>
<td>SWEOLD 2002</td>
<td>80.6</td>
</tr>
<tr>
<td>SWEOLD 2011</td>
<td>84.7</td>
</tr>
<tr>
<td>Total sample size</td>
<td>1132</td>
</tr>
</tbody>
</table>

LNU, The Swedish level-of-living Survey; SWEOLD, The Swedish panel study of living conditions of the oldest old. Because of the age limit in LNU, part of the sample was not included in LNU 2000. Instead they were included in SWEOLD 2002. There is also an overlap of 67 individuals that were included in both year.

Both LNU and SWEOLD primarily use face-to-face interviews to gather data. The questionnaires used cover a broad range of topics, such as living conditions, family situation, health, health behaviours, and financial resources. One primary goal is to maintain a representative study population, and much effort has been made to achieve high response rates. In SWEOLD, indirect interviews are used when the older person is too frail or cognitively impaired to participate in an interview. Close relatives or health care personnel who know the respondent well are used as informants. For a more thorough description of the LNU and SWEOLD studies, see Fritzell and Lundberg (2007) and Lennartsson et al. (2014).

**Analyses**

To demonstrate how the sample changed over time as the result of mortality and non-participation, we divided the sample into three groups: dead, drop outs (accumulated), and interviewed (with or above. Social class was measured as the proportion of manual workers, non-manual workers, and other classes (farmers, self-employed people, housewives, and people whose occupations were unclassified) in accordance with the Swedish socioeconomic classification (SEI) (Andersson, Erikson, & Wärneryd, 1981). The SEI is similar to the commonly used Erikson–Goldthorpe–Portocarero (EGP) class scheme (Bihagen, Nermo, & Erikson, 2010; Erikson & Goldthorpe, 1992). Self-reported civil status, analysed as the proportion of the sample who were married or cohabitating, was available for those interviewed at baseline. Register information on civil status from 1968 was used to ascertain the civil status of the baseline non-response group.
complete follow-up), at each follow-up, as described in the flowchart in Figure 1. For each survey wave, the interviewed groups consisted of all individuals in the sample who responded to each survey up to and including that wave. Accordingly, the drop-outs consisted of all sample members still alive but who, for whatever reason, did not participate in at least one wave, up to and including that wave, i.e. the accumulated non-participation. The final group consisted of those in the sample who had died up to and including that wave. In 2011, after 43 years of follow-up, 47% of the original 1968 sample had died, and an additional 24% were alive but had been non-participant in at least one survey wave. Less than 29% of the original sample from 1968 were both alive 2011 and had no missing data points; i.e., had participated in all survey waves.
Figure 1. Flowchart of the sample 1968-2011, where each row corresponds to the distribution interviewed, drop-outs* and dead at the specific wave.

Initially, we describe how the distributions of baseline characteristics in the sample changed only

The distribution of the baseline characteristics in the sample was then calculated for each wave.
as the result of mortality; that is, only those who died at each follow up were removed from the sample. In the next step we also removed the accumulated drop-outs from the sample, describing how the sample would look like if only those with complete follow-up were included in the analyses. None of the characteristics we measured were allowed to vary over time; all characteristics were measured at baseline only. All analyses were stratified by sex.

Then we tested the mortality risk for the accumulated drop-out group compared to the interview group with complete follow-up using Cox proportional hazard regression. Mortality was followed from 1st of January each survey year until 31st of December 2014. Finally, we compared baseline characteristics and mortality risk between responders with complete follow-up, responders with incomplete follow-up, and non-responders, among those still alive at T5.

Results

The solid lines in figures 2 and 3 show how the distribution of baseline characteristics in the sample changed over time as mortality successively reduced the number of individuals in the sample. If mortality had been random rather than selective, the lines would be horizontal. Any slope in the lines indicates that mortality was associated with the characteristic measured. All estimates presented in table 2 and 3 are available in a supplementary table with 95% confidence intervals.

The dotted lines in figures 2 and 3 show the sample after excluding the drop-outs in addition to excluding those that had died. Hence, the dotted line shows the distribution of the baseline characteristics in a sample restricted to individuals with complete data. Any gap between the solid and the dotted lines is an indication that selective survey participation has an additional impact (beyond mortality) on the composition of the longitudinal sample.

The distributions of demographic characteristics are shown in figure 2. Over time, the proportion of women in the sample increased from 50% to almost 60%. However, the solid line is almost horizontal up to the fourth wave (T4), indicating that the higher mortality among men does not affect the sample in any substantial way before the cohort reaches a higher age (age 57-67). Removing the drop-outs from the sample did not change the pattern; the dotted line is almost identical with the solid line. Hence, selective survey participation did not impact the effect of the selective mortality on the sex distribution in the sample.

Because of higher mortality among the oldest individuals in the sample, the mean baseline age in the sample increased. Higher mortality among the older individuals increased the mean baseline age by a bit less than half a year among women over the 43-year period. When drop-outs were also excluded, the difference increased to more than 0.6 years. Among men, mortality increased the mean baseline age with more than 0.8 years over the follow-up period. In contrast to women, the exclusion of drop-outs did not compound the effect of selective mortality among men.

Being married or cohabitating at baseline was associated with a lower mortality risk among both women and men. Over time, selective mortality gradually resulted in a sample that contained slightly more individuals who were married at baseline. Among men, however, this selection was compounded by selective survey participation. When the men who had dropped out were also excluded the proportion of men who, at baseline, were married increased by almost 5% units at T5 over the proportion attributable to mortality selection alone. This means that men who were unmarried at baseline had both a higher risk of dying and a higher risk of dropping out than men who were married at baseline.
Figure 2. Distribution of demographic characteristics in the 1924-1934 cohort in the LNU/SWEOLD sample 1968-2011 after mortality and drop-out*, presented with 95% confidence intervals

LNU, The Swedish level-of-living Survey; SWEOLD, The Swedish panel study of living conditions of the oldest old

*Those who dropped out at any wave were removed from the sample for all waves after drop-out.
The distributions of socioeconomic characteristics are shown in Figure 3. Changes in class structure were observed for both women and men. Over time, selective mortality decreased the proportion of manual workers from 46 to 42% among women and from 44 to 38% among men, and the proportion of non-manual workers in the sample increased. However, among both women and men, the changes in class structure were substantially compounded by selective survey non-participation. From the original sample in 1968 to the restricted sample in 2011, the proportion of manual workers decreased with more than 11% units for men and more than 9% units for women. This means that the 2011 sample consisted of a significantly larger proportion non-manual than manual workers although the original sample had consisted of more manual than non-manual workers. The proportion of individuals from other classes (farmers, self-employed people, housewives, and people whose occupations were unclassified) showed only marginal fluctuation after mortality and survey non-participation were taken into account (not shown). For all survey waves, the proportion of other classes was approximately 20% for men and approximately 10% for women.

Selective mortality also changed the distribution of educational level among both women and men in the sample over time. Because of higher mortality among those with a compulsory school education than those with more than a compulsory school
education, the level of education in the sample increased as the proportion of those with more than a compulsory school education increased over time. In women but not men, selective survey participation compounded the changes in education. When the drop-outs were removed from the sample, the proportion women with more than a compulsory education increased with additional 7% units.

Table 2 show that the accumulated drop-out group consequently have a higher mortality risk than the interview group with complete follow-up, albeit not statistically significant at all times. Adjustment for sex and age slightly lowered the estimates for T0, T1, and T2, whilst the estimates for T3 up to T5 did not change after the adjustment.

Finally, table 3 show that at T5, when the people in the sample were between 77 and 87 years old, responders with complete follow-up were in general more educated, more likely to have had a non-manual occupation, and a lower mortality risk than responders with incomplete follow-up and the non-response group. In addition, non-responders were less likely to be women and to be married at baseline compared to responders with complete follow-up.

### Table 2. Mortality risk for the accumulated drop-out group compared with the interview group with complete follow-up. For each survey wave, mortality is followed until 2014

<table>
<thead>
<tr>
<th>Survey wave</th>
<th>Number of deaths</th>
<th>Crude HR</th>
<th>95% CI</th>
<th>Adjusted(^a) HR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0 1968</td>
<td>1132</td>
<td>1.34</td>
<td>1.05;1.70</td>
<td>1.29</td>
<td>1.01;1.64</td>
</tr>
<tr>
<td>T1 1974</td>
<td>1116</td>
<td>1.24</td>
<td>1.03;1.49</td>
<td>1.19</td>
<td>0.99;1.43</td>
</tr>
<tr>
<td>T2 1981</td>
<td>1084</td>
<td>1.11</td>
<td>0.93;1.32</td>
<td>1.05</td>
<td>0.88;1.25</td>
</tr>
<tr>
<td>T3 1991</td>
<td>997</td>
<td>1.14</td>
<td>0.96;1.37</td>
<td>1.14</td>
<td>0.95;1.36</td>
</tr>
<tr>
<td>T4 2000/2002</td>
<td>849</td>
<td>1.27</td>
<td>1.03;1.56</td>
<td>1.28</td>
<td>1.04;1.56</td>
</tr>
<tr>
<td>T5 2011</td>
<td>597</td>
<td>1.32</td>
<td>0.91;1.90</td>
<td>1.33</td>
<td>0.92;1.91</td>
</tr>
</tbody>
</table>

\(^a\) Adjusted for sex and birth year

### Table 3. Baseline characteristics and mortality risk (follow-up until 2014) for the sample still alive at 2011 (T5), by response pattern

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>Responders with complete follow-up</th>
<th>Responders with incomplete follow-up</th>
<th>Non-responders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age 1968, mean</td>
<td>38.3</td>
<td>38.6</td>
<td>38.4</td>
</tr>
<tr>
<td>Women %</td>
<td>58.6</td>
<td>61.9</td>
<td>52.4</td>
</tr>
<tr>
<td>Education beyond compulsory school %</td>
<td>49.4</td>
<td>39.9</td>
<td>37.1</td>
</tr>
<tr>
<td>Married/cohabitating %</td>
<td>90.4</td>
<td>89.3</td>
<td>81.9</td>
</tr>
<tr>
<td>Manual workers %</td>
<td>34.9</td>
<td>45.8</td>
<td>50.5</td>
</tr>
<tr>
<td>Non-manual workers %</td>
<td>51.2</td>
<td>43.5</td>
<td>34.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mortality risk(^a)</th>
<th>Responders with complete follow-up</th>
<th>Responders with incomplete follow-up</th>
<th>Non-responders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of deaths</td>
<td>55</td>
<td>37</td>
<td>22</td>
</tr>
<tr>
<td>Crude HR (95% CI)</td>
<td>1.00</td>
<td>1.35 (0.89;2.05)</td>
<td>1.26 (0.77;2.08)</td>
</tr>
<tr>
<td>Adjusted HR(^a) (95% CI)</td>
<td>1.00</td>
<td>1.36 (0.90;2.07)</td>
<td>1.27 (0.77;2.08)</td>
</tr>
<tr>
<td>N</td>
<td>324</td>
<td>168</td>
<td>105</td>
</tr>
</tbody>
</table>

\(^a\) Adjusted for sex and birth year
Discussion

Summary of results

Using longitudinal data (43 years of follow-up) on individuals born 1924-1934 (age 34-44 at baseline), we found that selective mortality changed the sample by successively increasing the proportion of women, people with non-manual occupations, younger birth cohorts, people with more than a compulsory education, and people who were married at baseline. When drop-outs were also excluded from the analyses, the sample selection found for the demographic variables did not change in any substantial way. After excluding both those who died during follow-up and drop-outs, the greatest change was found in two variables: civil status among men and mean birth year among women. That is, over time, a lower proportion of men who were unmarried at baseline participated than men who were married at baseline, and a lower proportion of women from older birth cohorts participated than women from younger birth cohorts.

The effects of selective mortality on the socioeconomic characteristics of the sample were substantially compounded by the effects of selective survey participation. When we removed both the drop-outs and those who died during follow-up, the sample included substantially more people with non-manual occupations and a higher proportion of people with more than a compulsory education than when we only removed those who had died. Education in men was the only socioeconomic factor for which we did not find a compounding effect of survey non-participation.

Finally, this study shows that individuals with incomplete follow-up have lower mortality risk than individuals with complete follow-up. This implies that analyses restricted to individuals with complete data not only skew the proportion individuals with low socioeconomic position. There is also an imminent risk of underestimate the occurrence of fundamental epidemiological events, such as mortality.

Strengths and limitations

The data from the LNU and SWEOLD surveys provided a unique opportunity to investigate selection processes over time because of the rich information that was available for the total sample group. In 1968, LNU researchers pioneered the linkage of data from different sources when they combined register information with survey data to empirically study living conditions in Sweden for social policy purposes (Johansson, 1973). As a result, socio-demographic information is available on the total sample, both baseline responders and baseline non-responders. This contrasts with the situation in many other longitudinal studies, in which information on the baseline non-responders is usually limited (Cheshire, Ofstedal, Scholes & Schröder, 2011). The Swedish system, in which each resident is assigned a personal identification number that is used in nationwide registers, was also a prerequisite in this study, as it made it possible to follow mortality over time.

One drawback of the data material, however, is the limited sample size. The sample size is too small to analyse the potential bias introduced by the selections in associational studies. Moreover, a larger sample would also have made it possible to distinguish between temporary non-response (i.e., individuals that come back at a later wave after missing one or more waves) and those who drop-out and never re-appear in the study again. These groups may very well differ in terms of demographics and socioeconomic conditions.

The birth cohort included in the present study had high response rates in both the LNU and SWEOLD studies (between 73 and 91%). It is not clear whether the selective non-participation found in longitudinal studies with relatively high response rates can be assumed to be representative for longitudinal studies with lower response rates. It is possible that the selection processes would be stronger in a study with higher non-response, but it is also possible that the non-response is more selective in LNU and SWEOLD than in a study with lower response rate.

Another limitation of this study is that we only investigated selection related to rather stable demographic and socioeconomic characteristics, not selection related to other individual resources, such as health, personality, and cognition. We made this choice because a major strength of our data was the availability of information about demographic and socioeconomic characteristics for the entire sample, not only those interviewed. Hence, we chose to include only factors about which information was available for the total sample.

Further, the demographic and socioeconomic characteristics were measured only at baseline despite the time-dependent nature of level of education, social class, and civil status. Using only baseline information and not allowing the variables
to vary over time ignores any intra-individual changes that could have occurred over time. However, most of the variables in this study could be expected to remain relatively stable over time because they were measured when the sample members were in middle age; for instance, social mobility was low after middle age in these cohorts, especially mobility between manual workers and non-manual workers (Erikson & Åberg, 1987; Sjögren Lindquist, 2006). During follow-up, however, civil status changed for some people in the sample. Our intention, however, was not to measure differences in mortality risk or the likelihood of survey participation that are associated with changes in civil status. Rather, our intention was to investigate how individuals that were not married/cohabitating in middle age were represented in a longitudinal survey over time (married/cohabitating was the predominant civil status in this cohort).

The substantial advantage of the time-invariant design was the isolation of the crude selections and the reduction of influence from confounding factors. Yet, age is still a potentially confounding factor as it is associated with mortality, as well as with social class and education. Individuals born earlier have a greater risk of having a less education and a less privileged social class, in addition to a higher mortality risk. However, as the age range in the sample is limited to 11 years, the confounding effect of age is likely to be limited. In fact, the analyses of differences in mortality between those with complete follow-up and the accumulated drop-out group showed that age and sex had a minor impact on the mortality differences between these groups.

Comparison with other studies

Few studies have explored how selective mortality and survey participation change the social composition of longitudinal samples over time. Our results are in line with the results of Zajacova and Burgard (2013), who also found that selective mortality changes the distribution of basic socio-demographic characteristics over time, making the sample successively contain more women, younger birth cohorts, people with a higher level of education, and a higher proportion of individuals who were married at baseline. Social class was not part of their study.

Zajacova and Burgard (2013) did test whether or not selective survey participation affected their results. In contrast to our results, they did not find any differences in the selections when they added attrition for other reason than mortality to attrition caused by mortality. Selective survey participation was, however, outside the focus of their study, and they described their findings on attrition for other reason than mortality as preliminary. In addition, as previously noted, they did not include social class in their study – the characteristic in our study that was most influenced by selection.

Another difference between the studies was the follow-up time. Our results are based on longitudinal data from 43 years of follow-up. In Zajacova and Burgard’s study, the follow-up time was 16 years. The degree of bias in estimates of health outcomes due to attrition has also been investigated in a UK study of individuals 50 years and older with six years of follow-up (Lacey, Jordan, & Croft, 2013). The result showed that only baseline non-response contributed to the bias; no further selection bias occurred because of non-response in subsequent waves. Although we did not investigate any biasing effect of the selection we found, it is noteworthy that our results suggest that selection becomes stronger over time. It would be of interest to further investigate differences between various longitudinal studies to see whether the compounded selection found in the present study are generalisable to other contexts and studies or are specific to the Swedish context and/or the long follow-up time.

Finally, our results contrast with the results of a 10-year follow-up study among 25 to 75-year-old Americans, which found that marital status better predicted survey participation among women than men (Radler & Ryff, 2010). The results of our study, on the other hand, suggest that marital status better predicts survey participation among men than women, meaning that non-responses are more likely to result in a sample in which non-married men are underrepresented to a greater extent than non-married women. We also found differences between women and men with regard to the compounding effect of education. Over time among women but not men, drop-out associated with low education (compulsory) compounded the attrition caused by mortality associated with low education. This indicates that non-response in longitudinal data are more likely to produce a sample in which the educational level is higher than in the population, and the difference will be more pronounced among women than men. Regarding social class, however, the patterns were very similar for women and men: significant sample selection was driven both by...
selective mortality and selective survey participation.

**Consequences of selection**

Research suggests that selective attrition in longitudinal surveys may produce biased estimates of factors such as wealth, health, and labour force participation (Michaud, Kapteyn, Smith & Van Soest, 2011); cognition (Weir, Faul, & Langa, 2011); change in cognitive function (Rajan, Leurgans, Weuve, Beck & Evans, 2011); and the association between smoking and cognitive decline (Weuve et al., 2012). On the other hand, some researchers question whether there is a systematic relationship between health and attrition (Carter, Imlach-Gunasekara, McKenzie & Blakely, 2012), and several studies have also reported that selective attrition tends to cause only small biasing effects on estimates of longitudinal changes (Carter et al., 2012; Deeg, 2002; Salthouse, 2013).

Although the findings reported in the literature are inconsistent, there are good reasons for examining the potential effects of sample selection in longitudinal studies of old people, as attrition in this group tends to be related to disability and mortality (Deeg, 2002; Radler & Ryff, 2010). We should not assume that non-response among individuals 75 years and older is random, and the mortality rate is far from ignorable and random.

When considering the consequences of attrition, it is important to separate attrition that occurs as a result of mortality and attrition for reasons other than mortality. Attrition for reasons other than death (except for emigration) appears only in study samples and does not reflect real changes in the target populations. It might therefore be a greater source of bias than attrition caused by mortality (Brilleman, Pachana, & Dobson, 2010), which produces the same selections that occur in the target populations and thus reflects real changes in those populations.

However, any analytical research, including comparisons of social groups, must include a consideration of whether or not the results have been affected by selective attrition. That is, it is important to examine whether selective mortality has contributed to an underestimation of the problems experienced by disadvantaged groups because those who are worse off are already dead when the outcomes are measured – a ‘healthy survivor’ effect (Murphy et al., 2011).

The results of the present study show that the majority of the compositional changes in the LNU and SWEOLD cohort we examined were rather modest and mostly driven by mortality. However, for some characteristics, class in particular, the selection was not ignorable, and in addition, was substantially compounded by survey non-participation. The substantial changes in social class composition found in our study indicate that selection in longitudinal samples should be of particular concern to researchers in the field of social inequality in health. For example, higher mortality among manual than non-manual workers may lead to greater intra-group changes in the proportion of manual than non-manual workers with poor health. If disadvantaged individuals with poor health are more likely than others to die, and if disadvantaged individuals are more likely to be found among manual workers, health selection will be stronger among the manual workers; i.e., the proportion with poor health will decrease more than among non-manual workers. As a consequence, there will appear to no class-related health inequality or the inequality will appear to decrease over time. Any analysis of health inequality or cumulative advantages should address the issue of selective mortality (Willson et al., 2007), and according to our results, selective survey participation should also be considered.

**Implications**

Some attrition always occurs in longitudinal surveys. When analysing longitudinal data, it is important to perform sensitivity analyses, to test all possible selections processes (Geneletti, Mason, & Best, 2011; Philipson, Ho, & Henderson, 2008) and, if possible, to use the unbalanced sample (i.e. the sample that also includes those with incomplete follow-up) (Michaud, Kapteyn, Smith & Van Soest, 2011). There are now well-established statistical methods that address missing data in analyses of longitudinal data (Muniz-Terrera & Hardy, 2014; Palmer & Royall, 2010). However, few methods can be assumed to be completely robust to misspecification after selective attrition.

Keeping the attrition low should therefore be of utmost importance to anyone running a longitudinal study. Although the forces behind selective mortality are outside the researchers’ control, selective survey participation may, to some extent, be avoidable (Watson & Wooden, 2014). The gaps between the mortality and the drop-out curves (figures 2 and 3) are not inevitable. The effort invested, and the
methods used, to keep sampled individuals in a longitudinal survey, in combination with decisions taken during analyses, partly determine the width of this gap.

Achieving low attrition may be particularly challenging when the sample includes older individuals. In addition to the selective mortality that substantially affects surveys of older people, longitudinal surveys of older people are usually also characterised by attrition related to disability and cognitive impairment (Deeg, 2002; Radler & Ryff, 2010). Thus, conducting surveys among old people is extremely challenging and resource-demanding. It requires fieldwork strategies adjusted to older respondents, such as the use of indirect interviews, the ability to include institutionalised individuals, and the use of different interview modes, such as telephone interviews or postal questionnaires as alternatives to face-to-face interviews. The results of analyses of health-related prevalence rates might otherwise be severely biased (Kelfve et al., 2013; Lundberg & Thorslund, 1996).

Conclusion
Longitudinal surveys are invaluable tools for studying the aging process. However, results must be interpreted in the light of different selection processes. Selective mortality changes the social composition of a sample over time. Selective survey participation might compound this selection by giving already disadvantaged groups even less representation. In the present study, we found that selection changed the demographic characteristics of our sample in rather modest ways, whilst it changed the socioeconomic characteristics of the sample considerably over time. In addition, the compounded selection that occurred because of survey non-participation substantially affected the distribution of social class and education among women in the sample over time. This might have widespread consequences for research into social inequalities in health.

Selective mortality is unavoidable in an ageing sample. However, other selections might be partly avoided or dealt with by keeping non-response low, allowing individuals to return to the sample, and when possible, using statistical methods that enable the use of incomplete data in analyses; i.e. that can handle respondents with partial non-response.
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